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GLAUCOMA DIAGNOSTICS USING MACHINE LEARNING METHODS

The research focuses on eusage of machinel earning algorithms in glaucoma diagnostics. The objective is to 
analyze and compare various machine learning algorithms by constructing classification systems that verify glaucoma 
in ICT photos. The study involves extracting feature from photos, classifiying them using this features and evaluating 
the effectivenes of methods. This approach provides insights into creation of automated glaucoma diagnostic system, 
contributing to faster and safer medical process.
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В.І. Дубровін, О.В. Петунін. Діагностика глаукоми методами машинного навчання. Дослідження зосеред-
жено на використанні алгоритмів машинного заробітку в діагностиці глаукоми. Мета полягає в тому, щоб 
проаналізувати та порівняти різні алгоритми машинного навчання шляхом побудови систем класифікації, які 
перевіряють глаукому на фотографіях ІКТ. Дослідження передбачає виділення ознак із фотографій, їх класи-
фікацію за цими ознаками та оцінку ефективності методів. Такий підхід дає можливість зрозуміти створення 
автоматизованої системи діагностики глаукоми, що сприяє більш швидкому та безпечному процесу лікування.

ГЛАуКОМА, ДІАГнОЗ, МеТОД нАЙБЛИЖЧИХ СуСІДІВ, нАЇВнИЙ БАЙЄС, ОСОБЛИВОСТІ, 
МАШИнне нАВЧАннЯ, МеТрИКИ ОЦІнЮВАннЯ, КЛАСИФІКАЦІЯ, ВИБІрКА 

1. Introduction

In today’s era of rapid advancements in medicine and 
increasing demand for precise diagnostics, automation 
has become a fundamental aspect of healthcare innova-
tion. The ability to automate diagnostic systems not only 
improves accuracy and efficiency but also gives a competi-
tive advantage in the healthcare market. As clinical needs 
increase, achieving reliable and swift diagnostic perfor-
mance is non-negotiable.

Glaucoma is an incurable disease that causes vision 
loss and is the second leading cause of blindness in the 
world [1]. To detect glaucoma, experts use several imag-
ing techniques, including confocal scanning laser oph-
thalmoscopy (CSLO), Heidelberg retinal tomography 
(HRT), optical coherence tomography (OCT), and fun-
dus imaging [3]. Based on the imaging technique, several 
features of the retinal structure, such as the optic nerve 
head (ONH), the cup, peripapillary atrophy, and the reti-
nal nerve fiber layer, need to be observed to detect glauco-
ma. In the fundus image, the ONH is a bright and round 
area, and inside the ONH is a smaller round area called 
the cup. Peripapillary atrophy appears as a crescent that 
overlaps with the area outside the ONH. The retinal nerve 
fiber layer is also located outside the ONH, which has a 
white striped structure [3; 4].

Machine learning, a transformative intelligence tech-
nology, has reshaped the world of diagnostics. Its ca-
pacity to process and analyze vast amounts of medical 
data, including images and patient records, is making it 
an important tool in addressing complex health prob-
lems. Glaucoma, a leading cause of irreversible blindness 

worldwide, is one such condition where early and accu-
rate diagnosis can significantly reduce the risk of vision 
loss. Building and optimizing a functional ML model for 
glaucoma detection and ensuring they deliver consistent 
results across diverse clinical scenarios is crucial for succes 
in a world of modern medicine.

 This article explores the role of machine learning in 
glaucoma diagnosis, with a particular focus on difference 
in efficiency between various methods of classsification. 
Among the myriad factors influencing model efficacy, 
data processing and feature extraction stand out as piv-
otal. These steps are crucial to ensuring the model accu-
rately identifies early signs of glaucoma, such as changes 
in the optic nerve head and retinal nerve fiber layer, from 
diagnostic imaging modalities of optical coherence to-
mography (OCT) [5;6].

The findings presented in this article are important 
for technologists aiming to create their diagnostic tools. 
They underscore the importance of balancing techni-
cal performance with clinical applicability, setting a new 
benchmark for excellence in medical innovation. Finally, 
this research contributes to the broader field of healthcare 
technology, opening new pathways for improving patient 
outcomes and advancing global health standards  

2. Why glaucoma diagnostic is important

Diagnosing glaucoma accurately and early is critical 
for several reasons, as it directly impacts patient’s out-
come.Timely detection is the requierment of effective 
glaucoma management [7]. Early diagnosis enables pro-
active intervention, which can significantly slow the pro-
gression of the disease and preserve vision:
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 – Preventing irreversible damage: Glaucoma in early 
stages progresses without noticeable symptoms until sig-
nificant vision loss occurs. Early detection is the only way 
to intervene before permanent damage sets in.

 – Avoiding advanced stages: Advanced glaucoma of-
ten requires more invasive and costly treatments, such 
as surgery. Early intervention reduces the likelihood of 
reaching this.

Effective glaucoma diagnostics also play a key role in 
enhancing healthcare efficiency:

 – Reducing the burden on specialists: Automated or 
semi-automated diagnostic tools powered by machine 
learning can assist ophthalmologists, allowing them to 
focus on complex cases while routine screenings are han-
dled faster.

 – Improving accessibility: Many regions lack access 
to specialists or special equipment. Automated diagnostic 
methods can help bridge this gap, especially in impover-
ished areas.

 – Cost savings: The automation helps save on salaries 
for specialists, while early diagnosis reduces the long-term 
healthcare costs required for managing advanced glauco-
ma and its complications.

From a societal perspective, robust diagnostic systems 
have far-reaching benefits:

 – Reducing the global burden of blindness: Glaucoma 
is a leading cause of preventable blindness worldwide. 
Early and accurate diagnosis can significantly lower its 
prevalence.

 – Promoting health equity: Accessible and efficient 
diagnostic tools ensure that even individuals in resource-
limited settings can benefit from early detection and treat-
ment.

 – Enhancing public health outcomes: Early interven-
tions reduce disability rates and associated social and eco-
nomic costs.

Lastly, advancements in glaucoma diagnostics contrib-
ute to broader innovations in ophthalmology and medical 
technology:

 – Data-driven insights: Machine learning-powered 
diagnostic systems generate valuable data that can inform 
better treatment protocols and personalized care.

 – Encouraging innovation: Research and develop-
ment in glaucoma diagnostics often pave the way for im-
proved diagnostic methods in other medical fields.

Automated glaucoma diagnostics is not just about de-
tecting a disease; it’s about strengthening healthcare sys-
tems, and contributing to the global fight against blind-
ness. By prioritizing medical innovations, the scientific 
community can ensure that people receive the care they 
need when it matters most.

3. Glaucoma diagnostics with machine learning 

In the context of glaucoma diagnosis, precision and 
reliability are usually achieved with two methods:

 – Diagnostic Accuracy –precise identification of glau-
coma signs ensures correct differentiation between healthy 
and ill eyes. Accurate diagnostics reduce false positives  
and negatives, allowing for sureness in treating patients.

 – Time of Diagnosis – the speed at which mages are 
analyzed is crucial for treatment effectiveness. Rapid di-
agnostic methods provide a critical window for interven-
tion to preserve vision and prevent progression. 

Ensuring accurate analysis and feature extraction is es-
sential for improving glaucoma diagnostic outcomes and 
advancing eye care [12].

Several factors influence the effectiveness of glaucoma 
diagnostics. Here are the primary considerations:

 – Localization of regions of interest (ROI): The optic 
nerve head must be accurately separated from the images 
to ensure correct analysis. Improper localization can de-
valuate the diagnosis accuracy [13; 14].

 – Image quality and resolution: High-quality fundus 
images and OCT scans ease detecting subtle structural 
changes indicative of glaucoma. Poor image resolution 
can obscure key details and lead to diagnostic errors.

 – Algorithm robustness: Machine learning algorithms 
must be robust enough to handle variations in imaging 
data, such as differences in illumination, contrast, or ana-
tomical variability.

 – Integration of multiple imaging modalities: 
Combining data from various techniques, like OCT, fun-
dus photography, and visual field tests, enhances accuracy 
by providing an informative view of retinal health [9].

Considering these factors, it is crucial to apply effec-
tive techniques and tools to improve the diagnostic pro-
cess. Some key approaches include:

 – Convolutional Neural Networks (CNNs);
 – Support Vector Machines (SVMs): 
 – Unsupervised learning techniques;
 – Classification algorithms;
 – Ensemble learning models;.
 – Deep learning models for segmentation;
 – Reinforcement learning;
 – Transfer learning. 

By focusing on these approaches, researchers and cli-
nicians can develop and deploy computer-aided diagnos-
tic (CAD) tools. These tools have the potential to change 
diagnosis of glaucoma, making it accessible to populations 
of poor countries and giving a chance for early interven-
tion. By prioritizing such research scientists can solve one 
of the world’s leading causes of blindness and improve pa-
tient outcomes.

4. Selection of classification methods

To conduct a study of glaucoma diagnostic methods, a 
decision was made to utilize the k-Nearest Neighbors (k-
NN) and Naive Bayes classifications algorithms for sev-
eral reasons. These choices are explained by the specifics 
of building a reliable diagnostic system:
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 – Simplification of Model Complexity:
Both k-NN and Naive Bayes are relatively simple yet 

effective machine learning algorithms. k-NN avoids as-
sumptions about data distribution, and Naive Bayes uses 
straightforward probability calculations, making them 
ideal for initial evaluations. This simplicity ensures trans-
parency in their operation, enabling clear interpretation of 
results without introducing unnecessary complexity [10].

 – Measurement and Comparison Capability:
For glaucoma diagnosis, each algorithm’s perfor-

mance is measured using standard metrics such as 
sensitivity,specifity and accuracy. The use of k-NN and 
Naive Bayes facilitates direct comparison of their ability 
to classify eye images correctly. Each classifier serves as 
a separate diagnostic approach, enabling the analysis of 
their strengths and weaknesses separately from one an-
other [11].

 – Convenience for Results Analysis:
Both classifiers provide clear outputs that allow for 

straightforward assessment of diagnostic performance. 
k-NN assigns class labels based on proximity, and Naive 
Bayes calculates posterior probabilities for each class. This 
enables the identification of which features or parameters 
contribute most to diagnostic accuracy, aiding in the fea-
ture selection and preprocessing techniques.

Given these factors, the combination of k-NN and 
Naive Bayes is an optimal choice for glaucoma diagnos-
tic research [15]. These methods provide complementary 
simplicity and performance, making them effective tools 
for assessing diagnostic system efficacy while maintaining 
experimental clarity and reliability.

5. Software development for conducting research

To conduct this research, a specialized program was 
developed for processing the image features by isolating 
distinct mathematical characteristics derived from pixel-
level data. The program’s workflow is organized into a 
series of structured steps that allow for the completion of  
image classification tasks. Below is an overview of the pro-
gram’s work process and its corresponding modules.

When the program is launched, users can access op-
tions to select a dataset and initiate analyzing tasks.

Image Selection and Preprocessing.
When the user selects a folder containing images, the 

program takes each file in the folder. The ImageCrop 
module then crops the area of interest within each image 
by converting the image to HSV format and isolating the 
the vakue layer. Every pixel that has value below 97% of 
the brightest pixel is removed, turning image into binary. 
The biggest is found among remaining pixels and it bor-
ders are overlaid with original image, turning it into zone 
of interest. The code (Fig. 1) for cropping the image and 
the result (Fig. 2). of it is shown below.

Fig. 1. Cropping of area of interest

Fig. 2. a) Original image, b) Processed Thresholded Value 
channel, c) Cropped area of interest

The cropped area of the image is then passed to the 
FeatureExtraction module, where image features are ex-
tracted. In this research it includes the mean, standard 
deviation, symmetry, and skewness. These features are 
derived from pixel intensity values of images and collect 
data for classifications. Below is the code (Fig. 3) for the 
function that does it.

Fig. 3. Feature extraction

Training the Nearest Neighbor System
Using the HandleKnn module, users can train a near-

est neighbors’ classification system. When training is 
initiated, the program extracts feature from the provided 
training images and stores them in Json format. Each fea-
ture set is associated with a specific class label for later 
reference during testing. The distance matrix is calculated  
using the Euclidean distance (d), which is found using 
formula (1) below.

 d x y
i

c

i i� �
�
�

1

2( ) , (1)

where i is the recurrence index, which is the number of 
features. The feature matrix of the sample data is expressed 
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by xi, while for the test data it is expressed by yi. The code 
(Fig. 4). For it is shown below.

 
Fig. 4. KNN training

In the same way users can train a naїve bayes system. 
The naive bayes module calculates probabilities for each 
class based on extracted features. A Gaussian probability 
distribution is calculated for each feature, which is found 
using formula (2) below.

 P c x
P x c P c

P x
|

|
� � � � �* ( )

( )
, (2)

where, P(c|x) is the posterior probability of the class (c, 
target) with a given predictor (x, attributes), P(c) is the prior 
probability of the class, P(x|c) is the probability that is the 
probability of a given class of the predictor, P(x) is the prior 
probability of the predictor.

These probabilities are stored for use in the testing 
phase. The code (Fig. 5) for training it is shown below.

Fig. 5. Naїve Bayes training

After training in either of tests, the program automati-
cally saves the values of extracted features and Gaussian 
probabilities, rewriting existing records in its files.

Testing the K-Nearest Neighbor System.
Following this the program allows to test the trained 

models with a new set of images.  In KNN   The pro-
gram accepts a folder of test images, extracts features, and 
compares them against the training data using the k-NN 
algorithm. The class of the nearest matches (default k=5) 
is assigned to the test images. The algorithm (Fig. 6). is 
shown in the image below.

 
Fig. 6. KNN testing

In Naive Bayes Testing
The program extracts feature from test images and cal-

culates their class probabilities using the Gaussian proba-
bility distribution calculated during training. Probabilities 
for each feature and class are multiplied to determine the 
most likely class. The class with the highest combined 
probability is assigned to each test image (Fig. 7).

 
Fig. 7. Testing of Naїve Bayes

Classification Results.
After testing, the program displays the classification re-

sults in an organized list format. FFor each test image, the 
assigned class and its diagnosis are shown in a row (Fig. 8).

 
Fig. 8. Results showcase
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6. Results of experimental data processing

6.1. Stage 1. A priori information analysis.
Here is important information about the software:

 – the software is a computer application written on 
python language using pandas and tinder libraries;

 – the software runs on a computer device running the 
Windows operating system;

 – the software uses Supabase as a server.
The task is to classify the images using the classifica-

tion methods by analyzing the extracted features of zone of 
interest. The methods selected are KNN and Naїve bayes

6.2. Stage 2. Selection of extracted features
The features used for glaucoma diagnostics are based 

on mathematical properties derived from image data. The 
features used for glaucoma diagnostics are based on math-
ematical properties derived from image data (Table 1).

Table 1
Influencing Features and Formulas

Name Formula

Mean x
n

x
x x x

ni

n

i
n� �

� ���

�
�1

1

1 2( )

Standard deviation
��

��

� �( ) ( )x f x dx� 2

Smoothness R � �
�

1
1

1 2( )�

Skewness � �1 3

3

2
3 2

:
/

� �
k

k

Kurtosis SE = 
m4

σ4

6.3.  Stage 3. Extracted features and calculated 
probabilities

The the results of the feature extractions and probabil-
ity calculatons are shown  experiment are shown in im-
ages below (Fig. 9, Fig. 10, Fig. 11).

 
Fig. 9. Matrix of extracted features from healthy eyes

 
Fig. 10. Matrix of extracted features from healthy eyes

 
Fig. 11. Matrix of calculated probabilities 

 for sick and healthy eyes

6.4. Stage 4. Comparsion of.extracted features
Using the extracted features we can create a graphics 

to compare the values of features in images of healthy and 
sick eyes (Fig. 12, Fig.13, Fig. 14, Fig. 15, Fig. 16).

 
Fig. 12. Histogram of Mean value of healthy (blue) 

 and sick (red) eyes

 
Fig. 13. Histogram of Standard deviation value  

of healthy (blue) and sick (red) eyes
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Fig. 14. Histogram of Skewness value of healthy (blue)  

and sick (red) eyes

 
Fig. 15. Histogram of Kurtosis value of healthy (blue)  

and sick (red) eyes

 
Fig. 16. Histogram of Smoothness value of healthy (blue) 

and sick (red) eyes

6.5. Stage 5. Classification methods statistics
After evaluating results here are specifics of algorithms.
The knn results:

 – Sensitivity: 0.9748 – close to naїve bayes;
 – Specifity: 0.9502 – much lower than naїve bayes;
 – Accuracy: 0.9329 – a little higher than naїve bayes.

The naїve-bayes results:
 – Sensitivity: 0.9748 – close to knn;
 – Specify: 0.9502 – much higher than knn;
 – Accuracy: 0.9329 a little lower than knn.

 
Fig. 17. Histogram of the results of the methods

 
Fig. 18. The truth table of knn method is following

 
Fig. 19. The truth table of naїve bayes method is following

6.5. Stage 6. Analysis of the significance of the out-
comes:

а) Analysis of extracted features
As can be seen from the images, the mean value of 

healthy eyes has a smaller range of values than that of 
patients. The standard deviation is almost the same in 
both cases. The slope value of healthy eyes has a larger 
minimum and fewer fluctuations and has a much small-
er decline relative to the growth of the mean value. The 
skewness value of diseased eyes has a lot of fluctuations 
that drops very quickly with the growth of the mean value. 
The kurtosis of sick eyes sometimes shows anomalies. The 
smoothness of sick eyes correlates to the value of mean, 
while healthy eyes have a stable range of values.  

b) Analysis of classification algorithm results
Looking at the graphics and histogram we can describe 

strengths and weaknesses of each method. The speed of 
and accuracy of naїve bayes gives him an edge over the 
knn, yet it lacks in lacks in the specificity and has a high 
sensitivity. Looking at their truth tables we can see that 
naїve bayes has a much better recognition of ill eyes, yet it 
falsely signifies some of the healthy ones. Knn on the other 
hand fares better with finding healthy eyes and struggles 
with marking healthy eyes as ill more than the naїve bayes.

glAuComA diAgnostiCs using mAChine leArning methods
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Conclusion

The paper presents a method for processing image fea-
tures based on the extraction of special mathematical fea-
tures based on the characteristics of image pixels. These 
features provide information about changes in the image 
space in the form of points, edges and objects that stand 
out in the image.

According to values of sensitivity, specificity and ac-
curacy, and the stats on truth tables, knn has a close preci-
sion to naїve bayes, while having a slower speed of work.

The results of the study showed that the use of fea-
ture extraction for the analysis of eye images increases the 
speed and reliability of diagnosis. In addition, the results 
obtained allow us to conclude the versatility of the meth-
od and the possibility of its effective application for image 
classification.

In the field of medical diagnostics, using advanced 
machine learning algorithms is critical for efficient dis-
ease treatment. This study focuses on the application of k-
Nearest Neighbors (k-NN) and Naive Bayes classifiers for 
glaucoma diagnostics, explaining their role in glaucoma 
diagnostics. By evaluating these algorithms, the research 
offers insights for healthcare professionals and developers 
aiming to enhance diagnostic systems.

The findings highlight the advantages and limitations 
of each method. Naive Bayes excels with large datasets, 
offering speed and efficiency as a linear classifier, while 
ensuring high accuracy under the assumption of feature 
independence. In contrast, k-NN shines in scenarios with 
complex decision boundaries or where independence as-
sumptions fail, providing flexibility and accuracy without 
requiring prior knowledge of probability distributions. 
Although k-NN can be demanding in resources, its abil-
ity to handle rare events and its simplicity in setup makes 
it a strong candidate for difficult situations. However, the 
study also identifies challenges, such as k-NN's sensitivity 
to high-dimensional data and Naive Bayes' reliance on the 
independence assumption, which may not hold in all cases.

This research shows the potential of machine learning 
in medical diagnostics, clearing the path for innovative 
solutions that meet the demand for precision and reliabil-
ity in healthcare applications.
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