HHTEJITEKTYAJIbHBIE CHCTEMbI. HEHPOHHBIE H JIOTHYECKHE CETH

YK 004.8 DOi 10.30837/1i.2021.1(96).08

° M.O. Butsenko!, I.V. Afanasieva2, N.V. Golian3, N. Kameniuk*

Q Ibackelor’s student of the department of Software Engineering,

4 a4 Kharkiv National University of Radio Electronics, Ukraine, mykyta.butsenko@nure.ua

Zassociate professor of the department of Software Engineering,
Kharkiv National University of Radio Electronics, Ukraine, iryna.afanasieva@nure.ua

3associate professor of the department of Software Engineering,
Kharkiv National University of Radio Electronics, Ukraine, nataliia.golian@nure.ua

“master’s student of the department of Software Engineering,
Riga Technical University, Latvia, nataliia.kameniuk@gmail.com

A NEURAL NETWORK APPROACH FOR THE AUTOMATIC SELECTION
OF A COMPLEX OF REHABILITATION EXERCISES

This article is devoted to solving the problem of automatic selection of a set of rehabilitation exercises during injuries,
considering the state of the human cardiovascular system through the use of neural networks. To solve this problem, it was
necessary to choose one of two classical approaches — multiclass classification or multilabel classification, each of which
solves the problem of data classification through its own algorithm, and use the selected neural network architecture to
create a software system. While working on this system, it was also necessary to solve certain problems related to each of
these approaches (the need for a large sample due to the large number of exercises that the system should recommend)
or a specific approach (inability to select multiple exercises at once — for Multiclass Classification, lower productivity
and the number of supported programming languages — for Multilabel Classification).

Samples of different sizes (from 1 million records and more) were used to train the neural network, which were
generated through a self-written program that generated a given number of records and wrote them to a .CSV (comma-
separated values) file.

ANALYSIS, EXERCISE, MULTICLASS CLASSIFICATION, MULTILABEL CLASSIFICATION, NEURAL
NETWORK, SOFTWARE SYSTEM, RECOMMENDATION, CARDIOVASCULAR SYSTEM, INJURY

Bynenko M.O., AdanacreBa .B., l'onan H.B., Kameniok H. HeiipoceTeBoii moaxoa aBToMaTHIECKOTo Moaoopa
KOMILIEKCA Pea0HIMTAIMOHHBIX YIIPAXKHEHHIA. DTa CTaThsl MOCBSIIIEHA PEIIEHUIO TPOOIeMbl aBTOMATUYECKOTO Moa00pa
KOMILJIEKCa BOCCTAHOBUTEJIbHBIX YIPAaXKHEHUI MPU TpaBMaX ¢ YUYETOM COCTOSIHUSI CEPAeYHO-COCYIUCTON CUCTEMBI
YyesioBeKa ¢ MOMOIILIbIO UCIOIb30BaHUS HEMPOHHBIX ceTeid. JIisl peliieHus TaHHO! 3a1a4u HeOOX0AUMO ObLIO BHIOPATh
OIIMH M3 ABYX KJlaccuueckux nmomxonos — Multiclass Classification miu Multilabel Classification, Kaskabit 13 KOTOPBIX
perraeT mpobieMy KiiaccuuKaiy JaHHBIX Yepe3 COOCTBEHHBIN aJITOPUTM, ¥ KCTIONIb30BaTh BHIOPAHHYIO apXUTEKTYPY
HEMPOHHOM CETH ISl HAITMCAHUSI IPOrpaMMHOI cucTeMbl. Bo BpeMst pabOTbI Hajl 3TOM CUCTEMOI TaKKe HEOOXOAUMO
PELINUTD ONpeaeeHHbIE TPOOJIEMbI, KacalolIMecs KaXKI0ro U3 3TUX MOAX00B (HEOOXOAUMOCTb B O0JIbIION BIOOPKE
13-3a OOJIBIIOTO KOJIMYECTBA YIIPAXKHEHU, KOTOpbIE CUCTEMa AOKHA PEKOMEHI0BATh) WM KOHKPETHOIO MOAX0/a
(HEBO3MOXHOCTh BBIOpAaTh HECKOJIBKO YITpakHeHU omHOBpeMeHHOo — it Multiclass Classification, MeHbIie mpo-
W3BOAUTEIBHOCTD M KOJIMYECTBO TTOIACPKMBACMBIX SI3BIKOB ITporpaMMupoBaHus — it Multilabel Classification).

7151 06yueHUsT HEPOHHOI CETH MCITOIb30BATUCH BHIOOPKU PAa3IMIHBIX pa3MepoB (OT | MJTH. 3amuceit u 6onee),
TeHEepUPOBATIMCH YEPe3 CAMOCTOSITEIbHO HAMMMCAHHYIO MPOrpaMMy, KOTOpasi FeHepupoBaja 3alaHHOe KOJIUYECTBO
3anuceii u 3anucbiBaia ux B .CSV (comma-separated values) aiin.

AHAJIN3, VITPAXKHEHUE, MYJIBTUKIIACCOBAS KITACCUDUKALMA, MYJIIbTUIIENBIOBAS
KITACCUDUKALINSA, HEMPOHHAS CETh, [TIPOTPAMMHAS CUCTEMA, PEKOMEHJIALIUS, CEPJIEY-
HO-COCYUCTAA CUCTEMA, TPABMA

Byuenko M.O., Adanacnea 1.B., Tonan H.B., Kameniok H. HeiipomepexkeBuii miaxia 1j1si aBTOMATHYHOTO MiAOOPY
KOMILIEKCY peadimiTauiitnux Bupas. Llst ctaTTs nmpucBstyeHa pillleHHIO MPo6IeMH aBTOMAaTUIHOTO TiI00pY KOMILIEKCY
BiTHOBJTIOBAJTLHUX BITPAB TIiJT Yac TPaBM 3 YpaxyBaHHSIM CTaHY CepIIEBO-CYIMHHOI CUCTEMH JIIOIWHY 32 JIOTTOMOTOIO
BUKOPUCTAHHS HEMPOHHUX Mepex. [l BUpILIEHHS AaHO1 3a1a4i HeoOXiHO OyJ10 00paTh OJUH i3 ABOX KJIACUYHUX
miaxoniB — Multiclass Classification abo Multilabel Classification, KoXHMIf 3 IKUX BUPIIITy€e MMpobiieMy Kiacudikarii
JTaHUX Yyepe3 BJIaCHUI aJlTOPUTM, Ta BUKOPUCTATH 00paHy apXiTeKTypy HEIPOHHOI MepexXi /UTsl HaliCaHHS MpOrpaMHOi
cucteMu. I1ig yac pobOTH Haj LIEI0 CUCTEMOIO TAKOXK HEOOXiIHO OYJI0 BUPILLIMTY NEBHI MPOOJIEMU, 1110 CTOCYBAJIUCS
KOXHOTO 3 IIMX MiIX0/iB (HEOOXiMHICTh Y BEUKIil BUOIpLIi Uepe3 BEIMKY KiJIbKiCTh BIPAB, 1110 CUCTEMa MA€ PEKOMEH -
ITyBaTH ) 800 KOHKPETHOTO MiaXoay (HEMOXITMBICTh 00paTH IeKiibKa BIpaB oqHoYacHo — it Multiclass Classification,
MEHIIIa MPOAYKTUBHICTh Ta KiJIbKICTh MATPUMYBaHUX MOB IporpaMyBaHHs — 1j1st Multilabel Classification).

J1ns1t HaBYaHHSI HEMPOHHOI MepexKi BUKOPUCTOBYBAJIMCh BUOIPKM Pi3HMX po3MipiB (Bix 1 MITH. 3aITKCiB Ta OijbIlIe),
1110 TeHEePYBAJIMCh Yepe3 CaMOCTiiTHO HamucaHy IIporpamy, 1o reHepyBaJjia 3aJaHy KiJIbKiCTh 3aIUCiB Ta 3anucyBaia ix
y .CSV (comma-separated values) daii.

AHAJII3, BITPABA, MYJIBTUKITIACOBA KITACU®DIKAIIIS, MYJIBTUJIENBIOBA KITACUDIKAIII,
HEVMPOHHA MEPEXA, TPOTPAMHA CUCTEMA, PEKOMEHJIALIISI, CEPLIEBO-CYJIUHHA CUCTEMA,
TPABMA
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1. Introduction

Every day, many people receive injuries of varying se-
verity. In most cases, in order to fully restore the function
of the injured part of the body, it is necessary to regularly
perform restorative exercises, some of them due to the
high intensity can put a heavy strain on the cardiovascular
system [1].

Depending on the location and degree of damage, the
patient needs restorative exercises of varying intensity.

Making the right list of such exercises can help infor-
mation about the age and sex of the person. But the fact
is that such data are not enough to make such a set of
exercises that is guaranteed not to harm the health of the
patient.

That is why there is a need to develop a system that
provides a set of exercises for home use, namely physi-
cal therapy for injuries and fractures, considering the state
of the cardiovascular system of the patient and his sex, as
well as age.

2. Analysis of competitors and problem statement

There are systems [2, 3, 4] that provide general advice
on a set of restorative exercises, but without reference to
the state of the cardiovascular system. Simply put, they
simply provide sets of restorative exercises.

That is, there is no example of software on the market
that could provide a set of exercises, using not only the in-
jury and the number of fractures, dislocations or sprains,
but also related indicators of the cardiovascular system
and blood tests.

Accordingly, the question arises as to how to ana-
lyze such an array of data. For this purpose, it is appro-
priate to use neural networks [5], as they can provide
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recommendations with some accuracy, using a sample,
which is presented, for example, in the form of a .CSV-
file.

An example of the structure of such a file is shown in
Figure 1.

It can be seen that the data in it is divided into rows
and columns, which in turn are separated by a comma
with a space.

3. Multiclass classification

In this case, since we solve the problem of selecting
a set of exercises with reference to certain indicators of
the cardiovascular system, it is logical to use an approach
called Multiclass Classification (it solves the problem of
classifying specimens into one of several classes) [6].

The diagram showing the main problem solved by this
approach is shown in Figure 2.
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Fig. 2. A diagram illustrating the problem that the Multiclass
classification solves

The algorithm responsible for the selection of exercises
for recovery works as follows: the entrance is given the age
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,14555751166566. 116, 0. ForwardNeckFlexion.

86.17506182574436, 114, 2, ChinTuck, 2, 77, Neck, 1, 144, 1.1894320263012461
85.60118714142646, 116, 0, ForwardNeckFlexion, 2, 79, Neck, 1, 153, 2.2476494395861635
190.6793867427294, 83, 2, ForwardNeckFlexion, 1, 59, Neck, 1, 113, 3.448649022890557
38, 116.80034094806777, 113, 1, NecksStretches, 1, 77, Neck, 2, 147, 1.530971755101798

16, 84.18188897621906, 129, 2, ChinTuck, 1, 86, Neck, 0, 164, 1.9176649723284247

48, 220.8377668963921, 126, 0, NeckStretches, 0, 89, Neck, 2, 167, 2.337452022003686
74.24218506749821, 133, 1, ChinTuck, 1, 91, Neck, 2, 169, 0.8371958474336173
142.55906180132138, 107, 1, NeckRotation, 1, 80, Neck, 0, 149, 2.4242196379807868

11 9, 78.01720762067345, 151, 2, NeckRotation, 2, 98, Neck, 1, 185, 3.0524727333115753
99.4959278262667, 135, 0, ForwardNeckFlexion, 1, 90, Neck, 2, 176, 2.9383396367720978
280.752908592463, 135, 1, NeckStretches, 0, 98, Neck, 0, 170, 2.713474871969537

14 35, 165.69211292811303, 136, 2, NeckRotation, 0, 94, Neck, 2, 170, 3.192710040180343

15 43, 340.9304707734522, 107, 1, NeckStretches, 1, 79, Neck, 0, 149, 1.283927723478492

16 86, 214.2616008707609, 118, 0, NeckStretches, 2, 80, Neck, 0,
17 29, 195.9345424761691, 115, 2, NeckRotation, 2, 83, Neck, 2, 152, 1.357998417438007

18 79, 328.67967694936306, 125, 2, LateralBendStrengthening, 1, 86, Neck, 1, 170, 2.682025986342703
1, ForwardNeckFlexion, 1, 89, Neck, 0,
77.44867556143956, 123, 1, ForwardNeckFlexion, 1, 85, Neck, 2, 156, 1.7533703812646542
158.02821503394665, 122, 2, NeckRotation, 1, 88, Neck, 1, 153, 2.6307162180220316
316.1496931063708, 147, 0, LateralBendStrengthening, 0, 99, Neck, 2, 177, 3.48044300655855
180.56486986138154, 132, 1, ForwardNeckFlexion, 0, 94, Neck, 2, 166, 2.319008705215067
294.23059273708174, 101, 1, LateralBendStrengthening, 2, 72, Neck, 2, 144, 1.6655422215189517
51.28938299663801, 124, 1, ChinTuck, 0, 85, Neck, 1, 158, 2.6378706635617983
128.3880055315737, 103, 0, NeckRotation, 2, 74, Neck, 0, 148, 2.8682773985752266
339.14936761797844, 119, 2, ChinTuck, 1, 85, Neck, 1, 162, 1.8494589870560256
220.5413298544201, 136, 2, NeckRotation, 0, 97, Neck, 2, 193, 0.5708916188547815
141.66076890735923, 137, 2, ForwardNeckFlexion, 2, 96, Neck, 2, 185, 2.685163532190567

Age, Cholesterol, DiastolicPressure, Dislocations, Exercise, Fractures, HeartBeats, Injury, Sprains, SystolicPri*
51, 66.14497421129838, 76, 0, LateralBendStrengthening, 1, 55, Neck, 0, 106, 2.564654772851921 L
88,
74,
47

158, 1.929661116949125

168, 2.2807919273063506

79, Neck. 0. 157, 2.1096774074294036 v

length: DU s : 100000 ta:) Cel:? Pos:t Wiadows (CRUF)  UTFE L

Fig. 1. An example of a .CSV file
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and sex of the person, his injury, as well as indicators re-
sponsible for the work of his cardiovascular system.

These indicators include::

— systolic and diastolic pressure;

— patient’s age (Age);

— as well as key indicators of recent blood tests - cho-
lesterol and triglycerides [7].

The initial data in this case is the result provided by
the input data: age, sex, pressure, blood tests, etc. A set of
exercises represented as a single object, such as a string in
a .CSV file. Together, these data form the training and test
samples needed to train the model and form the neural
network.

4. Multilabel classification

In addition to the Multiclass Classification approach,
we can use the Multilabel classification [8]. An example is
shown in Figure 3.

This approach is a generalized version of the multiclass
classification, but with one difference — the Multiclass
Classification provides only one object (label) as the
source data, while the Multilabel classification has no re-
strictions on the amount of source data.

(a) Layers corresponding to
the first hierarchical level

Input example X

(b) Layers corresponding to
— the second hierarchical level
X

2l =

.
.
Outputs of the

second level (classes)

Outputs of the first level (classes)
are provided as inputs to the
network of the second level

Fig. 3. An example of a Multilabel classification

That is, if the first approach provides one of the pre-
created complexes, then in the case of Multilabel classi-
fication, this complex is formed automatically from indi-
vidual exercises.

5. Features of approaches

Figure 4 shows the difference between this approach
and multiclass classification.

The Multilabel classification approach is potentially
more accurate, but is not supported by all programming
languages. For example, ML.NET — a framework from
Microsoft for the C # programming language — does not
currently support Multilabel classification; it is suggested
to use Multiclass Classification instead.
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Pick one Pick all applicable
Label 1 Label 1
Label 2 Label 2
Label 3 Label 3
Label4 -/ Label 4
Label L Label L

Multi-class Multi-label

Fig. 4. The main difference between Multiclass Classification
and Multilabel classification

Also, this approach in most systems, including ours,
is less productive, because the recommendation of a set
of exercises is a costlier operation in terms of time and
resources than the recommendation of a single exercise.

Both of these approaches are relevant to our system,
but they have the same drawback — the need for a large
sample.

For example, the San Francisco Department of Health
Restaurant Table, which lists all inspections with detected
violations and their low-medium-high-risk classifications,
is posted on the Microsoft website and used to explain the
Multiclass Classification using a forecast degree of risk
[9], contains approximately 50 thousand records. That
is, in order to teach the system to classify violations into
three categories with high accuracy — in this case the ac-
curacy is about 100% — a very large data set was needed.

Since there are only more than 3 types of injuries, and
each injury requires 3-5 exercises to assemble recovery
complexes, the first calculations to ensure high accuracy
(90% or more) may require a large sample of tens of mil-
lions of records.

Such an array of data can be obtained only by collect-
ing data from a large number of hospitals, or by generating
them yourself, referring to scientific advice on the selec-
tion of exercises for recovery from injury.

6. Neural network architecture using ML.NET
and multiclass classification

At the beginning of the work it is necessary to form a
sample, which is used to create a neural network.

The sample size directly depends on the exercises that
the system can recommend for recovery — as the number
of exercises increases, the sample itself should increase
to ensure high accuracy of the recommendation (90%
or more).

After its formation it is necessary to pass to creation
of a neural network. With the ML.NET framework, this
can be done in two ways: through the Model Builder GUI
or directly through the API. In the case of Multiclass
Classification, it is appropriate to use Model Builder, be-
cause it supports the data approach. The principle of its
operation is shown in Figures 5 and 6. They show that
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when using it ML.NET will independently divide the
sample into Test and Train Data and form a neural net-
work; for this he only needs a sample with the specified
Features and Label.

= *goﬁf’%“

Import Evaluate
data models

Fig. 5. The principle of ML.NET when using Model Builder

Generate
code

Train
models

At the Figure 6 we can see also sample distribution on
Features and Label.

Features Label
\ |
1

Size Beds Baths Zip Price
1100 1 1 64576 1.29
Rows— 1900 3 1.5 78321 2.14
2800 3 3 98712 3.10
3400 4 3.5 25721 3.75

Columns

Fig. 6. Sample distribution on Features and Label

The neural network is in the layer of business logic; it
must provide high accuracy in order to adequately recom-
mend exercises for rehabilitation after injuries.

The system should expand the sample provided in or-
der to continuously train the neural network.

For ease of use of the neural network, the sample is
stored in a separate database table.

The structure (columns) of this table are as follows:

— injury ID (InjuryID);

— patient’s age (Age);

— fractures quantity (Fractures);

— dislocations quantity (Dislocations);

— sprains quantity (Sprains);

— cholesterol;

— triglycerides;

— systolic pressure (SystolicPressure);

— diastolic pressure (DiastolicPressure);

— heart beats per minute (HeartBeats);

— exercise ID (ExerciselD).

This table uses trauma and exercise identifiers, as this
table is not isolated throughout the system, but is a full
participant.

There are other tables in the system, in particular for
the same injuries and exercises referred to in the table
above, using these identifiers. It is designed so that when
deleting any injury or exercise (i.e., records from the main
tables), its records that use the identifiers of the deleted
entities are not deleted by the system, but are ignored dur-
ing the selection of recommended injuries for recovery.

In the future, they can be used again if the deleted re-
cords are restored while retaining their I1Ds.

The part of the system that uses the created neural net-
work is presented as a separate project. It receives requests
from controllers that use HTTP methods (mainly Get and
Post versions), which in turn receive requests from medi-
cal devices that collect indicators of the state of the car-
diovascular system, or from the emulator of these devices.

The neural network analyzes the obtained indicators
and selects the exercise or their complex according to the
table above.

After the work is done, it sends a signal to the control-
ler that the selection process has been successfully com-
pleted, and the controller sends it to the medical device
or emulator. After that, the user is expected to go to the
client part of the application to view the result in the form
of selected exercises, as well as collected tests for a general
understanding of the state of his cardiovascular system.

7. Integration and implementation

The neural network project is integrated into the sys-
tem at the level of business logic. With the ML.NET fea-
ture, you can access non-transferable data types trans-
ferred to their current table, which can be written as an
optional table that stores files created through files.

The file was generated through an individual algorithm,
which randomly generated age and sex (age, gender), then
selected successors according to individual medical rules:

— cholesterol;
triglycerides;
systolic pressure (SystolicPressure);
diastolic pressure (DiastolicPressure);

— heart beats per minute (HeartBeats)

Examples of value selection rules are given in the code
below. They use the age and sex of the user as initial pa-
rameters, and at the output give indicators of cardiovas-
cular condition in the form of systolic, diastolic pressures
and heart rate.

switch (gender)
{
case MaleGender:
switch (age)
{
case >= MinAge and < 20:
heartParametersTuple.systolicPressure =
NumbersGenerator.GenerateRandomInt(114, 126);
heartParametersTuple.diastolicPressure =
NumbersGenerator.GenerateRandomInt(70, 83);
heartParametersTuple.heartBeats =
NumbersGenerator.GenerateRandomInt(60, 80);
break;
case >= 20 and < 30:
heartParametersTuple.systolicPressure =
NumbersGenerator.GenerateRandomInt(120, 131);
heartParametersTuple.diastolicPressure =
NumbersGenerator.GenerateRandomInt(74, 86);

33



Butsenko M.O., Afanasieva I.V., Golian N.V., Kameniuk N.

heartParametersTuple.heartBeats =
NumbersGenerator.GenerateRandomInt(50, 90);

break;

case >= 30 and < 40:

heartParametersTuple.systolicPressure =
NumbersGenerator.GenerateRandomInt(124, 133);

heartParametersTuple.diastolicPressure =
NumbersGenerator.GenerateRandomInt(76, 88);

heartParametersTuple.heartBeats =
NumbersGenerator.GenerateRandomInt(60, 90);

break;

After generating the values, this .CSV file was used as
the source tool for learning the system. Figure 7 shows the
first step of adding a note to a neural network as a sample
for model learning. It is from this sample that the param-
eters used as properties in the model are selected.

Add data

Fig. 7. Initial process of adding data to ML.Net through
Model Builder

Figure 8 shows an example estimate that the system
uses to train a neural network. The Time to train value
increases in proportion to the sample size.

Scenario

Train

Environment Specify a time to train for evaluating various models.

Data
Training setup summary
Train

Time to train (seconds): @ 1800

Start training

Fig. 8. Time to train estimated by ML.NET and Model Builder

Figure 9 shows the beginning of sampling training.
Initially, the accuracy was unsatisfactory (21%), as the
most optimized model for training had not yet been se-
lected.

Figure 10 shows the optimal results and model in the
selection process.

The accuracy of 91.8% is the value that satisfies the
condition of “sufficient accuracy”, which was set at the
beginning.
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Scenario

Train

Environment Specify a time to train for evaluating various models.
Data

Training setup summary v
Train

Time to train (seconds): @ 1800

Stop training 29 minutes, 24 seconds remaining...

Training results
Best accuracy: 21.4456677836285%
FastForestOva
14.28 seconds

Best model:
Training time:

Models explored (total): 4

Fig. 9. Non-optimized model and its respective accuracy value

Scenario

Train

Environment Specify a time to train for evaluating various models.

Data
Training setup summary
Train

Time to train (seconds): @ 1800

Stop training 25 minutes, 22 seconds remaining...
Training results
Best accuracy:

Best model: Lbf

91.8129188606989%
mumEntropyMulti

Training time: 262.33 seconds

Models explored (total): 66

Fig. 10. Non-optimized model and its respective accuracy value

The release of ML.NET and Model Builder released
a trained model that provides basic interfaces for testing
and initial verification. This principle of learning became
the basis for the creation of a neural network based on the
principle of Multiclass Classification. In theory, the same
approach could work with Multilabel Classification, but
at the time of writing, this neural approach was not sup-
ported by the ML.NET framework.

8. Conclusions

The paper considers the use of neural network ap-
proach for the automatic selection of a complex of reha-
bilitation exercises during injuries, considering the state
of the human cardiovascular system through the use of
neural networks. A study is presented to investigate sce-
narios for applying multiclass and multilabel classification
methods to select the most appropriate exercises for each
particular case.

It can be concluded that both of these algorithms are
appropriate to resolve the issue although each method has
its own advantages and disadvantages. It is important to
notice that the multiclass classification is considerably
simpler and it has a wider list of programming languages
and frameworks which natively support the method. On
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another side, the multilabel classification can solve more
complex problems and can be an appropriate solution
when there is a need to select a complex entity which
cannot be retrieved by using that the multiclass classifica-
tion algorithm [10]. In the research, the model built by
ML.NET framework was used. It contained 10 properties
called features; they were used to describe the injury, and
one single property called labels which were used as a re-
spective exercise to heal the injury.

As a point for further research, it is proposed to build
the complex multilabel classification model using the
same framework. Since ML.NET does not offer any na-
tive support for such method, it can be taken as a goal
to solve this problem and compare results with the native
multiclass classification ones.
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