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a neural netWorK aPProacH for tHe autoMatic selection  
of a coMPlex of reHabilitation exercises

This article is devoted to solving the problem of automatic selection of a set of rehabilitation exercises during injuries, 
considering the state of the human cardiovascular system through the use of neural networks. To solve this problem, it was 
necessary to choose one of two classical approaches – multiclass classification or multilabel classification, each of which 
solves the problem of data classification through its own algorithm, and use the selected neural network architecture to 
create a software system. While working on this system, it was also necessary to solve certain problems related to each of 
these approaches (the need for a large sample due to the large number of exercises that the system should recommend) 
or a specific approach (inability to select multiple exercises at once – for Multiclass Classification, lower productivity 
and the number of supported programming languages – for Multilabel Classification).

Samples of different sizes (from 1 million records and more) were used to train the neural network, which were 
generated through a self-written program that generated a given number of records and wrote them to a .CSV (comma-
separated values) file.
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Буценко М.О., Афанасьева И.В., Голян Н.В., Каменюк Н. Нейросетевой подход автоматического подбора 
комплекса реабилитационных упражнений. Эта статья посвящена решению проблемы автоматического подбора 
комплекса восстановительных упражнений при травмах с учетом состояния сердечно-сосудистой системы 
человека с помощью использования нейронных сетей. для решения данной задачи необходимо было выбрать 
один из двух классических подходов – Multiclass Classification или Multilabel Classification, каждый из которых 
решает проблему классификации данных через собственный алгоритм, и использовать выбранную архитектуру 
нейронной сети для написания программной системы. Во время работы над этой системой также необходимо 
решить определенные проблемы, касающиеся каждого из этих подходов (необходимость в большой выборке 
из-за большого количества упражнений, которые система должна рекомендовать) или конкретного подхода 
(невозможность выбрать несколько упражнений одновременно – для Multiclass Classification, меньше про-
изводительность и количество поддерживаемых языков программирования – для Multilabel Classification).

для обучения нейронной сети использовались выборки различных размеров (от 1 млн. записей и более), 
генерировались через самостоятельно написанную программу, которая генерировала заданное количество 
записей и записывала их в .CSV (comma-separated values) файл. 

аНалиЗ, УПРаЖНеНие, МУльТиклаССОВая клаССификация, МУльТилейблОВая 
клаССификация, НейРОННая СеТь, ПРОгРаММНая СиСТеМа, РекОМеНдация, СеРдеЧ-
НО-СОСУдиСТая СиСТеМа, ТРаВМа

Буценко М.О., Афанасьєва І.В., Голян Н.В., Каменюк Н. Нейромережевий підхід для автоматичного підбору 
комплексу реабілітаційних вправ. ця стаття присвячена рішенню проблеми автоматичного підбору комплексу 
відновлювальних вправ під час травм з урахуванням стану серцево-судинної системи людини за допомогою 
використання нейронних мереж. для вирішення даної задачі необхідно було обрати один із двох класичних 
підходів – Multiclass Classification або Multilabel Classification, кожний з яких вирішує проблему класифікації 
даних через власний алгоритм, та використати обрану архітектуру нейронної мережі для написання програмної 
системи. Під час роботи над цією системою також необхідно було вирішити певні проблеми, що стосувалися 
кожного з цих підходів (необхідність у великій вибірці через велику кількість вправ, що система має рекомен-
дувати) або конкретного підходу (неможливість обрати декілька вправ одночасно – для Multiclass Classification, 
менша продуктивність та кількість підтримуваних мов програмування – для Multilabel Classification).

для навчання нейронної мережі використовувались вибірки різних розмірів (від 1 млн. записів та більше), 
що генерувались через самостійно написану програму, що генерувала задану кількість записів та записувала їх 
у .CSV (comma-separated values) файл. 

аНалІЗ, ВПРаВа, МУльТиклаСОВа клаСифІкацІя, МУльТилейблОВа клаСифІкацІя, 
НейРОННа МеРеЖа, ПРОгРаМНа СиСТеМа, РекОМеНдацІя, СеРцеВО-СУдиННа СиСТеМа, 
ТРаВМа
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1. Introduction

Every day, many people receive injuries of varying se-
verity. In most cases, in order to fully restore the function 
of the injured part of the body, it is necessary to regularly 
perform restorative exercises, some of them due to the 
high intensity can put a heavy strain on the cardiovascular 
system [1].

Depending on the location and degree of damage, the 
patient needs restorative exercises of varying intensity.

Making the right list of such exercises can help infor-
mation about the age and sex of the person. but the fact 
is that such data are not enough to make such a set of 
exercises that is guaranteed not to harm the health of the 
patient.

That is why there is a need to develop a system that 
provides a set of exercises for home use, namely physi-
cal therapy for injuries and fractures, considering the state 
of the cardiovascular system of the patient and his sex, as 
well as age.

2. Analysis of competitors and problem statement

There are systems [2, 3, 4] that provide general advice 
on a set of restorative exercises, but without reference to 
the state of the cardiovascular system. Simply put, they 
simply provide sets of restorative exercises.

That is, there is no example of software on the market 
that could provide a set of exercises, using not only the in-
jury and the number of fractures, dislocations or sprains, 
but also related indicators of the cardiovascular system 
and blood tests.

Accordingly, the question arises as to how to ana-
lyze such an array of data. For this purpose, it is appro-
priate to use neural networks [5], as they can provide 

recommendations with some accuracy, using a sample, 
which is presented, for example, in the form of a .CSV-
file.

An example of the structure of such a file is shown in 
Figure 1.

It can be seen that the data in it is divided into rows 
and columns, which in turn are separated by a comma 
with a space.

3. Multiclass classification

In this case, since we solve the problem of selecting 
a set of exercises with reference to certain indicators of 
the cardiovascular system, it is logical to use an approach 
called Multiclass Classification (it solves the problem of 
classifying specimens into one of several classes) [6].

The diagram showing the main problem solved by this 
approach is shown in Figure 2.

 
Fig. 2. A diagram illustrating the problem that the Multiclass 

classification solves

The algorithm responsible for the selection of exercises 
for recovery works as follows: the entrance is given the age 

 
Fig. 1. An example of a .CSV file
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and sex of the person, his injury, as well as indicators re-
sponsible for the work of his cardiovascular system.

These indicators include::
– systolic and diastolic pressure;
– patient’s age (Age);
– as well as key indicators of recent blood tests - cho-

lesterol and triglycerides [7].
The initial data in this case is the result provided by 

the input data: age, sex, pressure, blood tests, etc. A set of 
exercises represented as a single object, such as a string in 
a .CSV file. Together, these data form the training and test 
samples needed to train the model and form the neural 
network.

4. Multilabel classification

In addition to the Multiclass Classification approach, 
we can use the Multilabel classification [8]. An example is 
shown in Figure 3. 

This approach is a generalized version of the multiclass 
classification, but with one difference — the Multiclass 
Classification provides only one object (label) as the 
source data, while the Multilabel classification has no re-
strictions on the amount of source data.

 
Fig. 3. An example of a Multilabel classification 

That is, if the first approach provides one of the pre-
created complexes, then in the case of Multilabel classi-
fication, this complex is formed automatically from indi-
vidual exercises. 

5. Features of approaches

Figure 4 shows the difference between this approach 
and multiclass classification.

The Multilabel classification approach is potentially 
more accurate, but is not supported by all programming 
languages. For example, Ml.NET — a framework from 
Microsoft for the C # programming language — does not 
currently support Multilabel classification; it is suggested 
to use Multiclass Classification instead.

 
Fig. 4. The main difference between Multiclass Classification  

and Multilabel classification

Also, this approach in most systems, including ours, 
is less productive, because the recommendation of a set 
of exercises is a costlier operation in terms of time and 
resources than the recommendation of a single exercise.

both of these approaches are relevant to our system, 
but they have the same drawback — the need for a large 
sample.

For example, the San Francisco Department of Health 
Restaurant Table, which lists all inspections with detected 
violations and their low-medium-high-risk classifications, 
is posted on the Microsoft website and used to explain the 
Multiclass Classification using a forecast degree of risk 
[9], contains approximately 50 thousand records. That 
is, in order to teach the system to classify violations into 
three categories with high accuracy — in this case the ac-
curacy is about 100% — a very large data set was needed.

Since there are only more than 3 types of injuries, and 
each injury requires 3-5 exercises to assemble recovery 
complexes, the first calculations to ensure high accuracy 
(90% or more) may require a large sample of tens of mil-
lions of records.

Such an array of data can be obtained only by collect-
ing data from a large number of hospitals, or by generating 
them yourself, referring to scientific advice on the selec-
tion of exercises for recovery from injury.

6. Neural network architecture using ML.NET  
and multiclass classification

At the beginning of the work it is necessary to form a 
sample, which is used to create a neural network.

The sample size directly depends on the exercises that 
the system can recommend for recovery — as the number 
of exercises increases, the sample itself should increase 
to ensure high accuracy of the recommendation (90% 
or more).

After its formation it is necessary to pass to creation 
of a neural network. With the Ml.NET framework, this 
can be done in two ways: through the Model builder GUI 
or directly through the API. In the case of Multiclass 
Classification, it is appropriate to use Model builder, be-
cause it supports the data approach. The principle of its 
operation is shown in Figures 5 and 6. They show that 
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when using it Ml.NET will independently divide the 
sample into Test and Train Data and form a neural net-
work; for this he only needs a sample with the specified 
Features and label.

 
Fig. 5. The principle of ML.NET when using Model Builder

At the Figure 6 we can see also sample distribution on 
Features and label.

 
Fig. 6. Sample distribution on Features and Label

The neural network is in the layer of business logic; it 
must provide high accuracy in order to adequately recom-
mend exercises for rehabilitation after injuries.

The system should expand the sample provided in or-
der to continuously train the neural network.

For ease of use of the neural network, the sample is 
stored in a separate database table.

The structure (columns) of this table are as follows:
– injury ID (InjuryID);
– patient’s age (Age);
– fractures quantity (Fractures);
– dislocations quantity (Dislocations);
– sprains quantity (Sprains);
– cholesterol;
– triglycerides;
– systolic pressure (SystolicPressure);
– diastolic pressure (DiastolicPressure);
– heart beats per minute (Heartbeats);
– exercise ID (ExerciseID).
This table uses trauma and exercise identifiers, as this 

table is not isolated throughout the system, but is a full 
participant.

There are other tables in the system, in particular for 
the same injuries and exercises referred to in the table 
above, using these identifiers. It is designed so that when 
deleting any injury or exercise (i.e., records from the main 
tables), its records that use the identifiers of the deleted 
entities are not deleted by the system, but are ignored dur-
ing the selection of recommended injuries for recovery.

In the future, they can be used again if the deleted re-
cords are restored while retaining their IDs.

The part of the system that uses the created neural net-
work is presented as a separate project. It receives requests 
from controllers that use HTTP methods (mainly Get and 
Post versions), which in turn receive requests from medi-
cal devices that collect indicators of the state of the car-
diovascular system, or from the emulator of these devices.

The neural network analyzes the obtained indicators 
and selects the exercise or their complex according to the 
table above.

After the work is done, it sends a signal to the control-
ler that the selection process has been successfully com-
pleted, and the controller sends it to the medical device 
or emulator. After that, the user is expected to go to the 
client part of the application to view the result in the form 
of selected exercises, as well as collected tests for a general 
understanding of the state of his cardiovascular system.

7. Integration and implementation

The neural network project is integrated into the sys-
tem at the level of business logic. With the Ml.NET fea-
ture, you can access non-transferable data types trans-
ferred to their current table, which can be written as an 
optional table that stores files created through files.

The file was generated through an individual algorithm, 
which randomly generated age and sex (age, gender), then 
selected successors according to individual medical rules:

– cholesterol;
– triglycerides;
– systolic pressure (SystolicPressure);
– diastolic pressure (DiastolicPressure);
– heart beats per minute (Heartbeats)
Examples of value selection rules are given in the code 

below. They use the age and sex of the user as initial pa-
rameters, and at the output give indicators of cardiovas-
cular condition in the form of systolic, diastolic pressures 
and heart rate.

switch (gender)
        {
           case MaleGender:
              switch (age)
              {
                  case >= MinAge and < 20:
                      heartParametersTuple.systolicPressure =  
NumbersGenerator.GenerateRandomInt(114, 126);
                      heartParametersTuple.diastolicPressure = 
NumbersGenerator.GenerateRandomInt(70, 83);
                      heartParametersTuple.heartbeats = 
NumbersGenerator.GenerateRandomInt(60, 80);
                      break;
                  case >= 20 and < 30:
                      heartParametersTuple.systolicPressure = 
NumbersGenerator.GenerateRandomInt(120, 131);
                      heartParametersTuple.diastolicPressure = 
NumbersGenerator.GenerateRandomInt(74, 86);
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                      heartParametersTuple.heartbeats = 
NumbersGenerator.GenerateRandomInt(50, 90);
                      break;
                  case >= 30 and < 40:
                      heartParametersTuple.systolicPressure = 
NumbersGenerator.GenerateRandomInt(124, 133);
                      heartParametersTuple.diastolicPressure = 
NumbersGenerator.GenerateRandomInt(76, 88);
                      heartParametersTuple.heartbeats = 
NumbersGenerator.GenerateRandomInt(60, 90);
                     break;
}

After generating the values, this .CSV file was used as 
the source tool for learning the system. Figure 7 shows the 
first step of adding a note to a neural network as a sample 
for model learning. It is from this sample that the param-
eters used as properties in the model are selected.

 
Fig. 7. Initial process of adding data to ML.Net through  

Model Builder

Figure 8 shows an example estimate that the system 
uses to train a neural network. The Time to train value 
increases in proportion to the sample size.

 
Fig. 8. Time to train estimated by ML.NET and Model Builder

Figure 9 shows the beginning of sampling training. 
Initially, the accuracy was unsatisfactory (21%), as the 
most optimized model for training had not yet been se-
lected.

Figure 10 shows the optimal results and model in the 
selection process.

The accuracy of 91.8% is the value that satisfies the 
condition of “sufficient accuracy”, which was set at the 
beginning.

 
Fig. 9. Non-optimized model and its respective accuracy value

 
Fig. 10. Non-optimized model and its respective accuracy value

The release of Ml.NET and Model builder released 
a trained model that provides basic interfaces for testing 
and initial verification. This principle of learning became 
the basis for the creation of a neural network based on the 
principle of Multiclass Classification. In theory, the same 
approach could work with Multilabel Classification, but 
at the time of writing, this neural approach was not sup-
ported by the Ml.NET framework.

8. Conclusions

The paper considers the use of neural network ap-
proach for the automatic selection of a complex of reha-
bilitation exercises during injuries, considering the state 
of the human cardiovascular system through the use of 
neural networks. A study is presented to investigate sce-
narios for applying multiclass and multilabel classification 
methods to select the most appropriate exercises for each 
particular case.

It can be concluded that both of these algorithms are 
appropriate to resolve the issue although each method has 
its own advantages and disadvantages. It is important to 
notice that the multiclass classification is considerably 
simpler and it has a wider list of programming languages 
and frameworks which natively support the method. On 

butsenko M.o., afanasieva i.v., golian n.v., Kameniuk n.
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another side, the multilabel classification can solve more 
complex problems and can be an appropriate solution 
when there is a need to select a complex entity which 
cannot be retrieved by using that the multiclass classifica-
tion algorithm [10]. In the research, the model built by 
Ml.NET framework was used. It contained 10 properties 
called features; they were used to describe the injury, and 
one single property called labels which were used as a re-
spective exercise to heal the injury.

As a point for further research, it is proposed to build 
the complex multilabel classification model using the 
same framework. Since Ml.NET does not offer any na-
tive support for such method, it can be taken as a goal 
to solve this problem and compare results with the native 
multiclass classification ones.
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