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Also, NVIDIA presented GauGAN network in March 
2019 and provided an interactive app that generates realis-
tic landscape images from the layout users draw. GauGAN 
allows user control over both semantic and style of created 
images [2].  

Generally, there a lot of ways to translate image to im-
age, e.g. Pix2Pix and CycleGAN. 

Pix2Pix trains to translate images basing on pairs of im-
ages {A,B}, where A and B are two different depictions of 
the same underlying scene. This architecture has examples 
of translating labels to facades, changing day to night, edg-
es to photo, or black-white image to colorful [3].

CycleGAN is an unpaired version of Pix2Pix architec-
ture. It can translate an image from a source domain X to 
a target domain Y in the absence of paired examples. This 
architecture is used for changing weather or season on the 
photo, or for applying a style of a specific artist [4].

Also, there is a neural style algorithm that can apply a 
style of one image to another [5].

There are a lot of GANs that can generate images bas-
ing on specific labels. They are called conditional GANs. 

One of improving such GANs is BigGAN. It creates 
very realistic images for the specific class. It can be trained 
with complex datasets such as ImageNet, for example. One 
of the observed failures of partially-trained BigGAN mod-
els is a class leakage, where images from one class contain 
properties of another. Resulted images can be translated 
from one class to another [6]. 

Another improving of conditional GAN is AttnGAN. 
AttnGAN allows changing the generated image in a multi-
stage manner according to the change of individual words 
in the text description [7].
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RAKE, Lex Rank, Luhn, LSA, Text Rank algorithms; image generation; text-to-image and image-to-image translation 
including GANs (generative adversarial networks). Different types of GANs were described such as StyleGAN, GauGAN, 
Pix2Pix, CycleGAN, BigGAN, AttnGAN. This work aims to show ways to create illustrations for the text. First, key 
information should be obtained from the text. Second, this key information should be transformed into images. There 
were proposed several ways to transform keywords to images: generating images or selecting them from a dataset with 
further transforming like generating new images based on selected ow combining selected images e.g. with applying style 
from one image to another. Based on results, possibilities for further improving the quality of image generation were 
also planned: combining image generation with selecting images from a dataset, limiting topics of image generation.
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1. State of the Art

Online publications are currently very common. Their 
advantage is simplicity and accessibility for all people.  
A publication of their works is no longer unattainable for 
most people. Access to the Internet solves almost every 
possible problem.

One of the components of a successful, attention-grab-
bing publication is the illustrations that accompany it. Not 
everyone can create its unique illustration or buy the rights 
to someone else’s picture. Images in the public domain of-
ten repeat and quickly become boring. How, then, can you 
create an illustration without art skills?

One of the options may be the generation of images by 
software.

There are neural networks such as GAN. GAN is a gen-
erative-competitive network, which is based on a combina-
tion of two neural networks, one of which generates candi-
dates, and the other tries to distinguish the right candidates 
from the wrong ones.

There are a lot of types of GAN, and each of them does 
its job.

For example, the face generation is very popular now. 
There is even a website that creates faces of non-existing 
people. This creating process is based on style-based GAN. 
The architecture of StyleGAN leads to an automatically 
learned, unsupervised separation of high-level attributes 
(e.g., pose and identity when trained on human faces) and 
stochastic variation in the generated images (e.g., freckles, 
hair), and it enables intuitive, scale-specific control of the 
synthesis [1].

One of the implementations of StyleGAN architecture 
is provided by NVIDIA labs. 
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AttnGAN uses a variational autoencoder. Autoencoders 
are neural networks that copy their inputs to their outputs. 
They work by compressing the input into a latent-space 
representation and then reconstructing the output from 
this representation. This kind of network is composed of 
two parts: encoder and decoder. 

Variational autoencoders (unlike vanilla autoencoders) 
allow creating data similar to existing data or even chang-
ing it in a specific direction. Variational autoencoders are 
trained to extend their latent space generating possible in-
put and feed it to the decoder to generate new data samples 
[8].

Based on variational autoencoders, different GANs can 
be built.

Also, there is a SinGAN, an unconditional generative 
model that can be learned from a single natural image. It 
can generate high quality, diverse samples that carry the 
same visual content as the image. 

SinGAN contains a pyramid of fully convolutional 
GANs, each responsible for learning the patch distribution 
at a different scale of the image. This allows generating new 
realistic samples of arbitrary size and aspect ratio, that have 
significant variability, yet maintain both the global struc-
ture and the fine textures of the training image. In contrast 
to other single image GAN schemes, SinGAN approach is 
not limited to texture images, and is not conditional (i.e. it 
generates samples from noise) [9].

2. Problem Statement and Proposed Solution

There are a lot of ways to generate images basing on 
input images or text description. But how can this informa-
tion be received from a big text?

So, the problem of generating illustrations from a text 
can be divided into two parts. The first one is text com-
pression to appropriate data for input. The second one is 
translating text to image or selecting images from a dataset. 

Consider each of the steps in more detail.

2.1 Text Compression
There are various ways to work with text: generating an-

notations, finding key phrases, or choosing certain words 
or word combinations. One of them is Rapid Automatic 
Keyword Extraction (RAKE) algorithm. RAKE is an algo-
rithm to automatically extract keywords  from documents 
[10].

Another way is natural language processing (NLP), 
which provides a lot of abilities to understand what text is 
about. For example, tokenization (the process of splitting 
text to words, sentences, paragraphs or other types of to-
kens) is one of the basic components of almost any NLP 
task, and it can be the first step to prepare a text for pro-
cessing. 

Extractive text summarization techniques perform 
summarization by picking portions of texts and construct-
ing a summary, unlike abstractive techniques that concep-
tualize a summary and paraphrases. 

There are several unsupervised graphical-based text 
summarizers such as Lex Rank or Text Rank. 

In original TextRank the weights of an edge between 
two sentences is the percentage of words appearing in both 
of them.

Lex Rank uses IDF-modified Cosine as the similarity 
measure between two sentences. This similarity is used as a 
weight of the graph edge between two sentences. Lex Rank 
also incorporates an intelligent post-processing step which 
makes sure that the top sentences chosen for the summary 
are not too similar to each other.

Luhn is an algorithm that scores sentences based on the 
frequency of the most frequent (significant) words. It ranks 
sentences for summarization extracts by considering sig-
nificant words and the linear distance between these words 
due to non-significant words.

LSA works by projecting the data into a lower-dimen-
sional space without any significant loss of information. 
One way to interpret this spatial decomposition operation 
is that singular vectors can capture and represent word 
combination patterns that are recurring in the corpus. The 
magnitude of the singular value indicates the importance 
of the pattern in a document [11].

Also, there is Parts-Of-Speech  tagging (POS tagging) 
and is also known as word classes or lexical categories. The 
task of POS-tagging is to labeling words of a sentence with 
their appropriate Parts-Of-Speech (Nouns, Pronouns, 
Verbs, Adjectives, etc.) [12]. 

For example, only nouns can be selected from the text, 
because nouns characterize the text most of all. Or a com-
bination of a noun and a verb can be chosen. These word 
combinations show what actors are in the texts (nouns) and 
what actions they perform (verbs) – that is almost the main 
idea of the text. 

2.2 Image Generation
So, images should be generated based on the keywords 

received in one of the ways described in paragraph 2.1. 
GAN networks can be used for image generation, for 

example, AttnGAN.
Also based on a combination of nouns and verbs (as de-

scribed in paragraph 2.1) images of people can be gener-
ated. There are many ways to generate faces, but it is better 
to generate the whole person who performs a specific ac-
tion (so have the specific pose).

There is Pose Guided Person Image Generation net-
work that allows synthesizing person images in arbitrary 
poses, based on an image of that person and a novel pose. 
A generation framework PG2 utilizes the pose information 
explicitly and consists of two key stages: pose integration 
and image refinement. It allows simultaneously transfer-
ring the appearance of a person from a given pose to a de-
sired pose and keep important appearance details of the 
identity. Each stage is focusing on one aspect. For the first 
stage, several model variants can be used and, for the sec-
ond stage, conditional DCGAN is used to fill in more ap-
pearance details [13-15].
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Another way is not to generate an image (because the 
result can be unpredictable), but to find specific images by 
labels in datasets. 

The dataset should have not only images but labels, 
which describe each picture. Images can be selected us-
ing these labels. Image labels should match input keywords 
as much as possible. An example of a suitable dataset is 
ImageNet.

A full process of generating images for the text is shown 
in Fig. 1.

Fig. 1. Steps of image  
generation for the text

3. Conclusion

First, several ways to compress text (find keywords or 
create summary) were considered. 

Examples are created for the story “The Last Leaf” by 
O. Henry and the novel “The Old Man and the Sea” by 
Ernest Hemingway. These texts were chosen because they 
are short and have a lot of descriptions to generate illustra-
tions. The obtained text compressions are shown in Table 
1 and Table 2. 

Table 1 

Results of Text Compression Methods (The Last Leaf)

The Last Leaf
Settings &

Metrics

R
ak

e

de world mit der foolishness
dot poor leetle miss yohnsy

elegant horseshow riding trousers
useless woollen shoulder scarf

pen-and-ink drawing
sue found behrman smelling strongly

red eyes plainly streaming
especial mastiff-in-waiting

lone ivy leaf clinging
wide-open eyes staring

small dutch window-panes
three-story brick sue

12 keywords

min 
characters = 3,
max words = 5,

min 
frequency = 1

____________
5 (both other 
texts) and 2 

common key 
phrases

M
ul

ti
 R

ak
e

michael angelo’s moses beard curling
de world mit der foolishness
dot poor leetle miss yohnsy

elegant horseshow riding trousers
useless woollen shoulder scarf

red eyes plainly streaming
sue found behrman smelling strongly 

lone ivy leaf clinging
brick house twenty feet
busy doctor invited sue

ravager strode boldly
feet trod slowly

12 keywords

min 
characters = 3,
max words = 7,

min 
frequency = 1

____________
5 (both other 
texts) and 3 

common key 
phrases

R
ak

e 
N

LT
K

dot poor leetle miss yohnsy
miss yohnsy shall lie sick

brush without getting near enough
de world mit der foolishness

art people soon came prowling
brick house twenty feet away

useless woollen shoulder scarf
elegant horseshow riding trousers

allow dot silly pusiness
sue found behrman smelling strongly

last one said johnsy
brick wall one ivy leaf

12 keywords
____________

5 (both other 
texts) and 1 

common key 
phrases

L
ex

 R
an

k

«It is the last one,» said Johnsy.
And then they found a lantern, still 
lighted, and a ladder that had been 
dragged from its place, and some 

scattered brushes, and a palette with 
green and yellow colours mixed on it, 
and - look out the window, dear, at the 

last ivy leaf on the wall.

2 sentences

L
uh

n

You may bring a me a little broth now, 
and some milk with a little port in it, and 
- no; bring me a hand-mirror first, and 
then pack some pillows about me, and I 

will sit up and watch you cook.»

2 sentences

L
S

A

And then they found a lantern, still 
lighted, and a ladder that had been 
dragged from its place, and some 

scattered brushes, and a palette with 
green and yellow colours mixed on it, 
and - look out the window, dear, at the 

last ivy leaf on the wall.

2 sentences

Te
xt

 R
an

k

In a little district west of Washington 
Square the streets have run crazy and 
broken themselves into small strips 

called «places.»
«Johnsy, dear,» said Sue, bending over 

her, «will you promise me to keep 
your eyes closed, and not look out the 

window until I am done working?

2 sentences
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Table 2 

Results of Text Compression Methods  
(The Old Man and the Sea)

The Old Man and the Sea
Settings &

Metrics

R
ak

e

portuguese man-of-war floating dose
white tipped wide pectoral fins

portuguese men-of-war
long deadly purple filaments trailing

purple pectoral fins set wide
two-decker metal container

projecting green sticks dip sharply
ordinary pyramid-shaped teeth

man-of-war bird
thrusting all-swallowing jaws

high dorsal fin knifing
great erect tail slicing

12 keywords

min 
characters = 3,

max 
words = 5,

min 
frequency = 1
__________

7 common key 
phrases

M
ul

ti
 R

ak
e

white tipped wide pectoral fins
long deadly purple filaments trailing

purple pectoral fins set wide
portuguese man-of-war floating dose

high dorsal fin knifing
projecting green sticks dip sharply

great erect tail slicing
he’ll weigh ten pounds

small delicate dark terns
great long white spine

shark’s yellow cat-like eyes
small tuna’s shivering pull

12 keywords

min 
characters = 3,

max 
words = 7,

min 
frequency = 1
__________

7 common key 
phrases 

R
ak

e 
N

LT
K good luck old man good luck

know others better que va
beg keep warm old man
know sleep well old man

12 keywords
_________

0 common key 
phrases

R
ak

e 
N

LT
K

sorry qua va 
get four fresh ones one

white cumulus built like friendly piles
old man saw flying fish spurt

old man said happily
head let pedrico chop

hands well old man
day ends let us hope

L
ex

 R
an

k

He cannot know that it is only one man 
against him, nor that it is an old man.

  But there was not much of it.
2 sentences

L
uh

n

After that he began to dream of the long 
yellow beach and he saw the first of the 

lions come down onto it in the early dark 
and then the other lions came and he 

rested his chin on the wood of the bows 
where the ship lay anchored with the 

evening off-shore breeze and he waited 
to see if there would be more lions and he 

was happy.
He took all his pain and what was left of 
his strength and his long gone pride and 
he put it against the fish’s agony and the 
fish came over onto his side and swam 

gently on his side, his bill almost touching 
the planking of the skiff and started to 

pass the boat, long, deep, wide, silver and 
barred with purple and interminable in 

the water.

2 sentences

The Old Man and the Sea
Settings &

Metrics

L
S

A

How would you like to see me bring one in 
that dressed out over a thousand pounds?» 

«I’ll get the cast net and go for sardines.
No matter what passes I must gut the 

dolphin so he does not spoil and eat some of 
him to be strong.

2 sentences

Te
xt

 R
an

k

He saw the phosphorescence of the Gulf 
weed in the water as he rowed over the part 
of the ocean that the fishermen called the 
great well because there was a sudden deep 
of seven hundred fathoms where all sorts 

of fish congregated because of the swirl the 
current made against the steep walls of the 

floor of the ocean.
After that he began to dream of the long 
yellow beach and he saw the first of the 

lions come down onto it in the early dark 
and then the other lions came and he rested 

his chin 
on the wood of the bows where the ship lay 
anchored with the evening off-shore breeze 
and he waited to see if there would be more 

lions and he was happy.

2 sentences

Second, AttnGAN was used to generate images from 
resulted keywords. 

Examples were created based on results from the previ-
ous step, so the same texts were used. The obtained images 
are shown in Table 3 and Table 4. 

Table 3

Results of Image Generation (The Last Leaf)

The Last Leaf
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Table 4

Results of Image Generation (The Old Man and the Sea)

The Old Man and the Sea
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As part of further researches, the freedom of GAN im-
age generation can be combined with an easy and exact se-
lection of pictures. If the GAN receives a specific template 
for creating an image, the resulting images will be more 

logical and realistic. It is necessary to think where this tem-
plate can be obtained and how it can be used in the GAN.

GAN freedom should be limited. The ability to gener-
ate any image complicates the training of the network and 
its further use. Perhaps for each topic (type of image) net-
works can be trained separately with some specific param-
eters and additional restrictions or conditions.

Also, existing images can be translated using other im-
ages, as the StyleGAN mentioned in paragraph 1 does, for 
example.

A combination of a text-to-image translation and an 
image-to-image translation can be a way to provide better 
results of an image from text generation.
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